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1. Stochastic renormalized mean curvature flow and intertwined Brownian motion

2. Flows in R2 and lifetimes
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Figure: A domain D with its skeleton
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Motivation and Method

▶ Let (Xt ) be a Markov in state space M, invariant probability µ.
▶ We want to find a stopping time τ as small as possible such that Xτ has law µ.
▶ For this we construct a set-valued dual process (Dt ) such that for each

(Dt )-stopping time τ ′, L (Xτ ′ |D[0,τ ′]) = µ(·|Dτ ′ ).
▶ Then τ := inf{t ≥ 0, Dt = M} answers the question.

In the sequel M will be a Riemannian manifold, (Xt ) will be a Brownian motion and U
will be the volume measure.

Results

(1) We will prove that the following (Dt ) solves the problem:
▶ L (X0) = U D0 ;

▶ d∂Dt (y) = NDt (y)

(
⟨dXt ,∇ρ∂Dt (Xt )⟩+

1
2

hDt (y)dt + ”∆ρ∂Dt (Xt )dt”

)
(2) We will also prove that (Dt ) has same law as (D̃t ) starting from the same set:
D̃0 = D0 and solving

d∂D̃t (y) = ND̃t (y)

(
dWt +

(
1
2

hD̃t (y)−
µ(∂D̃t )

µ(D̃t )

)
dt

)

with Wt a real valued Brownian motion started at 0. This process will be called the
Stochastic Renormalized Mean Curvature Flow or the Geometric Bessel Process.

First we investigate the case of n-dimensional spheres Sn ⊂ Rn+1.
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S1, Pitman 2M − X theorem

In Sn ⊂ Rn+1, we let Xt start from the north pole N. We will take Dt = B(N,Rt ),
D̃t = B(N, R̃t ) started at Rt = R̃t = 0.
For n = 1, the equations and properties above write

▶ Rt =

∫ t

0
sign(Xs) dXs + 2L0

t (X) with L0
t (X) local time of X at 0:

L0
t (X) = lim

ε↘0

1
ε

∫ t

0
1[−ε,ε](Xs) ds.

▶ L (Xτ ′ |R[0,τ ′]) = U [−Rτ′ ,Rτ′ ]

▶ R̃t = Wt +

∫ t

0

ds

R̃s

▶ Moreover Rt and R̃t are Bes(3).

We recognize Pitman 2M − X theorem.
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▶ Rt =

∫ t

0
sign(Xs) dXs + 2L0

t (X) with L0
t (X) local time of X at 0:

L0
t (X) = lim
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1
ε
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0
1[−ε,ε](Xs) ds.
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ds
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Stochastic renormalized mean curvature flow in spheres of dimension
n ≥ 2

Let Sn be the sphere in Rn+1, with north pole N.
The dual set-valued Dt with starting set {N} is the ball Dt = B(N,Rt ) with Rt satisfying

dRt = ⟨dXt ,N(Xt )⟩+
(
−

d cos(Rt )

2 sin(Rt )
+

d cos(r(Xt ))

sin(r(Xt ))

)
dt

The stochastic mean curvature flow with starting set {N} is the ball D̃t = B(N, R̃t ) with
R̃t satisfying

dR̃t = dWt +

−
d cos(R̃t )

2 sin(R̃t )
+

sind (R̃t )∫ R̃t
0 sind (u)du

 dt

Theorem (ACM 23)

Let τ̃(n) be the hitting time of the south pole. We have for large n:

E[τ̃(n)] ∼
ln(n)

n

Moreover for any r > 0

lim
d→∞

P
[
τ̃(n) ≥ (1 + r)

ln(n)
n

]
= lim

n∞
P
[
τ̃(n) ≤ (1 − r)

ln n
n

]
= 0

Consequence: the same asymptotic holds for the strong stationary time τ(n) for the
Brownian motion Xt started at N (Xτ(n) is uniformly distributed in Sn).
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Stochastic renormalized mean curvature flow in manifolds

It is the solution to equation

d∂D̃t (y) = ND̃t (y)

(
dWt +

(
1
2

hD̃t (y)−
µ(∂D̃t )

µ(D̃t )

)
dt

)

Link to Bessel(3) process : Up to the stopping time until which everything is defined,
we always have:

Theorem ([Coulibaly-Miclo:18])

The volume process
(
µ(D̃τ(t))

)
t≥0

is a Bessel process of dimension 3, where the time

change τ(t)is the inverse of

t 7→
∫ t

0

(
µ(∂D̃s)

)2
ds
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Figure: A domain D with its skeleton
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A general coupling equation

▶ For each closed domain D ⊂ M with smooth boundary, let f D : D → R satisfy:
∥∇f D∥∞ ≤ 1, ∇fD = ∇ρ∂D around boundary, (x ,D) 7→ f D(x) is sufficiently
regular.

▶ Consider the system of Itô equations{
Xt is a Brownian motion
d∂Dt (y) = NDt (y)

(
⟨dXt ,∇f D(Xt )⟩+ σt dWt +

(
1
2 hDt (y) + ∆f Dt (Xt )

)
dt
)

with σt =
√

1 − ∥∇f D(Xt )∥2, X ⊥ W , initial condition D0, and X0 ∼ UD0 .
▶ Consider the equation

d∂D̃t (y) = ND̃t (y)

(
dW̃t +

(
1
2

hD̃t (y)−
µ(∂D̃t )

µ(D̃t )

)
dt

)

This is the equation for the renormalized stochastic mean curvature flow.
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Intertwining and Stoke’s theorem

Define
▶ L the generator of (Xt ,Dt ) stopped before hitting time by Dt of its inner and outer

skeleton.
▶ L̃ the generator of D̃t with same stopping time, and ν̃t its law at time t
▶ νt (dx , dD) = ν̃t (dD)UD(dx)

Theorem

(1) ∂tνt (·) = νt (L(·)). As a consequence νt is invariant by the semigroup Pt of
(Xt ,Dt ),

(2) For all D-stopping time τ , conditional to D[0,τ ], Xτ has uniform law in Dτ .

(3) (Dt )t≥0 and (D̃t )t≥0 have the same law, and in particular (Dt )t≥0 is a Markov
process, stopped at hitting time of inner or outer skeleton.

(4) If τ = τM hitting time of M by Dt , then conditional to D[0,τM ], XτM has uniform law
in M

Remark

▶ A key ingredient for the proof is Stokes theorem
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Full couplings and local times on skeleton. Geometric Pitman theorem

It is the situation where f D = ρ∂D
Xt a Brownian motion in M with X0 ∼ UD0 . Define

d∂Dt (y) = NDt (y)

(
⟨dXt ,NDt (Xt )⟩+

1
2

hDt (y)dt +
(
−hDt (Xt )dt − 2 sin θSt (Xt )dLS· (X)

))

= NDt (y)

(
⟨dXt ,∇ρ∂Dt (Xt )⟩+

1
2

hDt (y)dt + ”∆ρ∂Dt (Xt )dt”

)

with hDt mean curvature of level sets of ρ∂Dt ,
LS· (X) local time of Xt on the skeleton St of Dt , θSt (Xt ) the angle between the
skeleton and any of the geodesics from ∂Dt .

Theorem

(1) ∂tνt (·) = νt (L(·)). As a consequence νt is invariant by the semigroup Pt of
(Xt ,Dt ),

(2) For all D-stopping time τ , conditional to D[0,τ ], Xτ has uniform law in Dτ .

(3) (Dt )t≥0 and (D̃t )t≥0 have the same law, and in particular (Dt )t≥0 is a Markov
process, stopped at hitting time of inner or outer skeleton.

Remark

▶ (2), (3) is a generalization of Pitman 2M − X theorem
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Full decouplings and local times on boundary

The equations for Xt and Dt are{
Xt Brownian motion in M independent of Wt

d∂Dt (y) = NDt (y)
(

dWt +
(

1
2 hDt (y)dt − dL∂D·

t (X)
))

where Wt is a real valued Brownian motion and L∂D·
t (X) is the local time of X· on ∂D·.

Again the initial conditions are D0, and X0 ∼ UD0 .

Theorem

(1) For all D-stopping time τ , L(Xτ |D[0,τ ]) = UDτ

(2) (Dt )t≥0 and (D̃t )t≥0 have the same law, and in particular (Dt )t≥0 is a Markov
process.
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Mean curvature flow in R2

Let us consider the equation d∂Dt (y) =
1
2

NDt (y)hDt (y) dt

▶ It is the inverse gradient flow for 1
2 the length of the boundary σt := µ(∂Dt );

▶ Starting from a smooth set, no self intersection of the boundary occurs;
▶ The solution becomes more and more round (isoperimetric ratio converges to 1)

and shrinks to a point in finite time (Huisken 84, Gage 83, Gage 84,
Gage-Hamilton 86).

Figure: Mean curvature flow
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Renormalized mean curvature flow in R2

The equation is d∂Dt (y) = NDt (y)
(

1
2

hDt (y)−
σt

λt

)
dt with again σt := µ(∂Dt ) and

λt := µ(Dt );

Proposition

▶ It is the inverse gradient flow for ln
σt

2λ2
t

;

▶ Self intersection of the boundary can occur, unless we start from a convex set;
▶ Starting form a strictly convex set :

▶ we can parametrize with angle θ. The curvature ρ(θ) satisfies

∂tρt (θ) =
1
2
ρ

2
t (θ)

(
∂

2
θρt (θ) + ρt (θ) − 2kt

)
where kt =

σt

λt
;

▶ ρt (θ) stays away from 0;
▶ the function t 7→ kt is decreasing. This relies on the highly non trivial Gage inequality

k ≤
1
π

∫
S1

ρ(θ) dθ;

▶ the "entropy function" t 7→
∫

S1
log ρt (θ) dθ =

∫
ρt log ρt ds is decreasing

▶ we have an inverse Poincaré inequality
∫

S1

(∂θρ)
2 ≤

∫
S1

ρ
2 + C;

▶ so maxθ ρt (θ) stays bounded;
▶ finally we prove infinite lifetime and convergence to a disk.
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Stochastic renormalized mean curvature flow in R2

d∂D̃t (y) = ND̃t (y)

(
dWt +

(
1
2

hD̃t (y)−
µ(∂D̃t )

µ(D̃t )

)
dt

)
, Wt Brownian motion in R

Proposition

▶ Small time existence for C2+α initial curve (α > 0) (Coulibaly-Miclo 2018);
▶ It preserves strictly convex sets, so can rewrite with θ parametrization and

curvature ρ(θ): dρt (θ) =
1
2
ρ2

t (θ)
[(

∂2
θρt (θ) + 2ρt (θ)− 3kt

)
dt − dWt

]
▶ Assume symmetries by rotation of angle 2π/n and reflection with respect to

horizontal axis. Then the equation preserves the shape of n branches skeletons;

▶ Extremity xt of skeleton satisfies
dxt

dt
=

dist2((xt , 0), yt )

2
(hDt )′′(yt ). Skeleton is

stricly decreasing;
▶ ρt (θ) stays away from 0;
▶ the process t 7→ kt is a supermartingale;
▶ starting from a n branches skeleton with n ≥ 3, the entropy t 7→

∫
log ρt is a

supermartingale (improvement of Wirtinger inequality with symmetries)
▶ starting from a n branches skeleton with n ≥ 7, the process t 7→

∫
ρ4

t is a
supermartingale (plus a bounded process);moreover∫
(∂θρt )

2 ≤ C
∫
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Figure: Symmetric convex set
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