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> PDE model of dispersive spatial interaction between 2 species + competition

$$
\left\{\begin{align*}
\partial_{t} u-\Delta\left(d_{1} u+a_{11} u u+a_{12} u v\right) & =\left(r_{1}-s_{11} u-s_{12} v\right) u  \tag{SKT}\\
\partial_{t} v-\Delta\left(d_{2} v+a_{21} u v+a_{22} v v\right) & =\left(r_{2}-s_{22} v-s_{21} u\right) v
\end{align*}\right.
$$
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## Question Q

Can we quantify the approximation of non－local SKT system by individual based models？
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Remark: $\left(N_{t}^{K}\right)_{t \geq 0}$ is a logistic branching process.

## Theorem (F' , Méléard '16, particular case)

Under Lipschitz regularity on $\sigma, b, G$, and $H$, moment assumptions on $\left(\mu_{0}^{K}\right)_{K}$ and weak convergence $\mu_{0}^{K} \rightarrow \mu_{0} \in \mathcal{M}_{+}\left(\mathbb{R}^{d}\right)$, processes $\left(\mu_{t}^{K}\right)_{t \geq 0}$ converge weakly as $K \rightarrow \infty$ to $\left(\mu_{t}\right)_{t \geq 0}$, the unique weak solution of

$$
\partial_{t} \mu_{t}=L_{\mu_{t}}^{*} \mu_{t}+\left(r-c\left\langle\mu_{t}, 1\right\rangle\right) \mu_{t}
$$

with i.c. $\mu_{0}$, where

$$
L_{\mu} f(x)=\frac{1}{2} \operatorname{Tr}(a(x, G * \mu(x)) \operatorname{Hess}(f)(x))+b(x, H * \mu(x)) \cdot \nabla f(x)
$$

## Remarks:

$>\left(N_{t}^{K} / K\right)_{t \geq 0}$ converges to $n_{t}:=\left\langle\mu_{t}, 1\right\rangle$ solution of logistic ODE $\dot{n}_{t}=n_{t}\left(r-c n_{t}\right)$
> $\bar{\mu}_{t}:=\mu_{t} /\left\langle\mu_{t}, 1\right\rangle$ satisfies nonlinear diffusion equation of McKean-Vlasov type:

$$
\partial_{t} \bar{\mu}_{t}=L_{\mu_{t}}^{*} \bar{\mu}_{t}
$$

with i.c. $\bar{\mu}_{0}:=\mu_{0} /\left\langle\mu_{0}, 1\right\rangle$.
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Assumptions : same as before, plus:
> Conditionally on $N_{0}^{K}$, atoms of $\mu_{0}^{K}$ are i.i.d. $\sim \bar{\mu}_{0}:=\mu_{0} /\left\langle\mu_{0}, 1\right\rangle, \mu_{0} \in \mathcal{M}_{+}\left(\mathbb{R}^{d}\right)$
$>\int_{\mathbb{R}^{d}}|x|^{q} \mu_{0}(\mathrm{~d} x)<\infty$ for some $q>2$ and $\sup _{K} \mathbb{E}\left(\left\langle\mu_{0}^{K}, 1\right\rangle^{4}\right)<\infty$.
> \| $\cdot \|_{\mathrm{BL}^{*}}$ dual bounded-Lipschitz norm on space $\mathcal{M}\left(\mathbb{R}^{d}\right)$ of finite signed measures.
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## Theorem (F., Muñoz, 2022, EJP)

For all $K, T>0$ one has

$$
\sup _{t \in[0, T]} \mathbb{E}\left(\left\|\mu_{t}^{K}-\mu_{t}\right\|_{\mathrm{BL}^{*}}\right) \leq C_{T}\left(I_{4}(K)+R_{q, d}(K)\right)
$$

where $C_{T}>0, R_{q, d}(K)$ is an explicit polynomial function $\rightarrow 0$ as $K \rightarrow \infty$ and $I_{4}(K)=\mathbb{E}\left(\left|\left\langle\mu_{0}^{K}, 1\right\rangle-\left\langle\mu_{0}, 1\right\rangle\right|^{4}\right)^{\frac{1}{4}}$ is a smaller term.
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More important than making $R_{q, d}(K)$ explicit is.....
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R_{d, q}(K)= \begin{cases}K^{-\frac{1}{4}}+K^{-\frac{(q-2)}{2 q}}, & \text { if } d<4 \text { and } q \neq 4, \\ K^{-\frac{1}{4}}(\log (1+K))^{\frac{1}{2}}+K^{-\frac{(q-2)}{2 q}}, & \text { if } d=4 \text { and } q \neq 4, \\ K^{-\frac{1}{d}}+K^{-\frac{(q-2)}{2 q}}, & \text { if } d>4 \text { and } q \neq \frac{d}{(d-2)},\end{cases}
$$
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No longer true for $t>0$ !!!
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## Main ingredient

> Term $\frac{N_{t}^{K}}{K} W_{2}^{2}\left(\bar{\nu}_{t}^{K}, \bar{\mu}_{t}\right):$ OK similarly as for $t=0$.
$>$ Need a good control $\mathbb{E}\left(\frac{N_{t}^{K}}{K} W_{2}^{2}\left(\bar{\mu}_{t}^{K}, \bar{\nu}_{t}^{K}\right)\right) \leq \mathbb{E}\left(\frac{1}{K} \sum_{n=1}^{N_{t}^{K}}\left\|X_{t}^{n, K}-Y_{t}^{n, K}\right\|^{2}\right)$.
> Using same $\mathrm{BM} B_{t}^{n}$ to drive $\left(X_{t}^{n, K}, Y_{t}^{n, K}\right)+$ Lipschitz coefficients + Gronwall, this boils down to couple birth positions $\left(X_{\tau}^{n, K}, Y_{\tau}^{n, K}\right)$ optimally at birth time $\tau$.
> Noting that $X_{\tau}^{n, K} \sim \bar{\mu}_{\tau-}^{K}$ while $Y_{\tau}^{n, K} \sim \bar{\mu}_{\tau}$ we can use
> - [Cortez, Fontbona 2016]'s coupling Lemma to sample at each birth time $\tau$ a pair $\left(X_{\tau}^{n, K}, Y_{\tau}^{n, K}\right)$ from the optimal coupling w.r.t. $W_{2}$ between $\bar{\mu}_{\tau-}^{K}$ and $\bar{\mu}_{\tau}$ ("measurably" ....)
> Drawing
> Triangle ineq. with $\bar{\nu}_{\tau-}^{K}+$ Gronwall $\Rightarrow$ remainder terms of order $R_{d, q}(K)$ too.


Thank you!

